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Large Language Models
Generative AI - Large Language Models (LLMs) 

• Tokenizer, Prompting, Tools.


• Examples.


• Disadvantages of paid closed-source LLMs.


Running LLMs locally 

• Apps and frameworks.


• Retrieval Augmented Generation (RAG).


Running LLMs through an API (Application Programming Interface)


• Local models.


• ChatGPT, Claude, Gemini, etc..


• Microsoft Azure.



Large Language Models
Pre-training 

• Tokens.


• Predict next-word.


Post-training 

• Fine-tuning to respond to questions and instructions.


• Reinforcement Learning (RL) with human  
feedback. RL without human feedback.


LLM model (LTM) - Context window (working memory)

LLM 
(pre-trained 

model)

LLM 
(instruct model)

Internet



Tokens
https://tiktokenizer.vercel.app/

https://tiktokenizer.vercel.app/


Tokenizer



Prompting
Prompt and history of chat (context window) important to improve 
response.


Chain of Draft: Thinking Faster by Writing Less (Xu et al., arxiv)

https://scale.com/leaderboard
Humanity's last exam:

https://arxiv.org/abs/2502.18600
https://scale.com/leaderboard


Tools
LLMs get much more powerful with tools: 

- Programming language (Python, Javascript): Claude, ChatGPT


- Web search (ChatGPT)


- Data analysis (ChatGPT - Python data analysis and visualisation)


- Artifacts (Claude)


Examples



Example 1. Claude 3.7
Create an energy usage calculator. You enter daily electricity and gas usage in kWh per day 
and it shows total usage per year. 


In addition, it should indicate the size of battery that would enable cheap recharging at night 
and using the battery during the day.

Add ability to calculate costs of energy use and cost of battery and amount of years to repay.


Cost needs to be entered using kWh in pounds (pence) for Day and Night for electricity as 
well as standing charge per day. And for gas unit rate and standing charge.
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Keep recommended battery size but also allow user to enter size and price of battery
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Example 1. Claude 3.7



Example 2. Claude 3.7
Create a python app (PyQT) to do RAG using Pydantic API calling 
Ollama models. For the RAG request file(s), e.g. folder content of PDF 
and text files. Enable options such as chunk size. Convert PDF to 
markdown before processing. Use markitdown package. Also make use 
of tools for database content. In particular enable search through 
database (csv file), use the header in the csv file to identify key fields for 
the tool. For example, if the database has names, email addresses and 
office rooms create tools to search for names and email addresses, 
rooms, etc. Make sure app is easy to use and adaptable in terms of AI 
models used. Make a plan and then create the Python scripts.



Example 2. Claude 3.7



Using LLMs
• Large Language Models (LLMs) can be used in closed-

sourced apps (or websites) such as ChatGPT, Copilot, 
Claude, Gemini, Perplexity, Grok, DeepSeek, Mistral, etc.


• Disadvantages 

• Input/output can potentially be used for training.


• Limited control over the model.


• Expensive (e.g. £20 or more per month for ChatGPT).



OpenAI Privacy

https://openai.com/consumer-privacy/

https://openai.com/consumer-privacy/


Claude Privacy

https://support.anthropic.com/

https://support.anthropic.com/en/articles/8325621-i-would-like-to-input-sensitive-data-into-free-claude-ai-or-claude-pro-who-can-view-my-conversations


Pricing example



Running LLMs locally
Requirements for LLM inference 

Powerful recent PC/Mac with lots of memory (>= 16 Gb).


PC: Dedicated GPU (NVIDIA RTX series, e.g. A4000).


Mac: Apple Silicon (M1 or later).

8 GPU cores
10-40 GPU cores

8 Gb: £270
RTX 3060

16 Gb: £900
RTX A4000

Mac Studio 
76 GPU cores



How much memory needed?
LLMs memory requirements depend on the number of parameters in 
the model and number of bytes used for each parameter.


Llama3.3: 70B, Llama3.1: 8B, 70B, 405B, Phi4: 14B, QwQ: 32B


Weights can be quantized (reduce precision) to for example 6-bits or 4-
bits reduce memory requirements.


e.g. in ggml Q4_K: 4 bits per weight. With Q4_K, a 7B parameter model 
requires ~4GB.


https://mlabonne.github.io/blog/posts/
Introduction_to_Weight_Quantization.html


 
Calculator (memory, costs): https://llm-dev-tools.streamlit.app/

https://ollama.com/library/llama3.3
https://ollama.com/library/llama3.1
https://ollama.com/library/phi4
https://ollama.com/library/qwq
https://mlabonne.github.io/blog/posts/Introduction_to_Weight_Quantization.html
https://mlabonne.github.io/blog/posts/Introduction_to_Weight_Quantization.html
https://llm-dev-tools.streamlit.app/


LLMs in Python
Hugging Face: https://huggingface.co/


Using Python and the transformers and torch libraries.


https://huggingface.co/meta-llama/Llama-3.1-8B-Instruct

https://huggingface.co/
https://huggingface.co/meta-llama/Llama-3.1-8B-Instruct


llama.cpp
llama.cpp (https://github.com/ggerganov/llama.cpp) written by Georgi 
Gerganov enables LLM inference with minimal setup and state-of-the-
art performance on a wide range of hardware - locally and in the 
cloud.


It uses ggml (tensor library for machine learning).


llama.cpp is written in plain C/C++. Supports a wide range of 
backends: e.g. CPU, Metal, CUDA (requires CUDA toolkit), Vulkan 
(requires ROCm).


Supports many models: e.g., LLaMA, Mistral, BERT, Deepseek, Qwen, 
Phi, GPT-2, LLaVA, Qwen2-VL


llama-cli, llama-server

https://github.com/ggerganov/llama.cpp
https://github.com/ggerganov/llama.cpp/discussions/9669
https://github.com/ggerganov/ggml
https://developer.nvidia.com/cuda-downloads
https://rocm.docs.amd.com/en/latest/what-is-rocm.html


MLX
MLX: array framework for machine learning on Apple Silicon (some 
support for Linux and Windows)


https://github.com/ml-explore/mlx


Closely follows NumPy.


https://github.com/ml-explore/mlx-examples


MLX-LM (run models, serve LLMs through HTTP, fine-tuning, merging 
model, etc.). Python mlx-lm module.


Models available on hugging-face: https://huggingface.co/mlx-community


MLX-VLM Vision Language Models (VLMs)


(e.g. LLaVA, Qwen2-VL, Phi3-Vision). 

https://github.com/ml-explore/mlx
https://github.com/ml-explore/mlx-examples
https://github.com/ml-explore/mlx-examples/blob/main/llms/README.md
https://huggingface.co/mlx-community
https://github.com/Blaizzy/mlx-vlm


Ollama
• https://ollama.com/ (macOS, Linux, Windows)


• On macOS you can install it through brew (https://brew.sh/).


• Next, pull model (e.g. llama3.2, Phi-4, gemma 2, etc.)

https://ollama.com/
https://brew.sh
https://brew.sh/


LM Studio
https://lmstudio.ai/


Windows, Mac, Linux.


Run LLMs locally.


llama.cpp and MLX support.


Lots of features but


complex interface.


https://lmstudio.ai/


Open WebUI
https://openwebui.com/


Nice chat interface. Web browsing. 
Local LLMs. Ollama support.


RAG support. Installed through Docker.


Linux/macOS: 
Use OrbStack rather 
than Docker.

https://openwebui.com/
https://www.docker.com
https://orbstack.dev


LibreChat
https://www.librechat.ai/


http://localhost:3080/login


Nice chat interface. 


LLMs through API access.


Installed through Docker 
(or OrbStack).

https://www.librechat.ai/


Msty
https://msty.app/


macOS, Windows, Linux.


Local models, no need to install Ollama.


AI models through API.


Azure support (paid version).


Web search support.


RAG.


https://msty.app/


Witsy
https://witsyai.com/


macOS, Windows, 
Linux.


Support for Ollama running locally or remotely. Furthermore, you 
can access closed-sourced models by using an API keys.


Web search and RAG support.

https://witsyai.com/


Visual Studio Code
LLMs to support coding in VS Code 

- Copilot


- Continue


- llama-vscode

https://code.visualstudio.com/docs/copilot/overview
https://www.continue.dev
https://marketplace.visualstudio.com/items?itemName=ggml-org.llama-vscode


LLMs through Microsoft Azure
Advantage


- University approved platform.


- Data not used for training.


- Can use RTSG to pay for OpenAI API usage.


Issues 

- Complex to setup.


- Does not use a pre-payment model.


- Need to monitor usage/costs to avoid surprises.



Microsoft Azure Portal



Azure AI Foundry



Useful Resources
Andrej Karpathy's YouTube videos


- How I use LLMs


- Deep Dive into LLMs like ChatGPT


- Let's build GPT: from scratch, in code, spelled out


AI Explained videos 

https://www.youtube.com/@aiexplained-official


https://www.youtube.com/watch?v=EWvNQjAaOHw&t=2859s
https://www.youtube.com/watch?v=7xTGNNLPyMI&t=10702s
https://www.youtube.com/watch?v=kCc8FmEb1nY
https://www.youtube.com/@aiexplained-official


Thank You


